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Abstract

The Hamilton method for estimating CPI bias is simple, intuitive, and has been widely adopted. We show that the method confounds CPI bias with variation in cost-of-living across income levels. Assuming a single price index across the income distribution is inconsistent with the downward sloping Engel curves that are necessary to implement the method. We develop and implement the Translated Engel curve (TEC) method that disentangles genuine CPI bias from differences caused by comparing changes in the cost of living across different income levels - non-homotheticity. The TEC method gives substantially different estimates of CPI bias prior to major reforms to the CPI in 1999 (post-Boskin), but both methods suggest very little CPI bias thereafter.
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1 Introduction

Measuring economic progress over time and assessing cross-country differences in living standards are central concerns of researchers, policy makers, and international institutions. Such comparisons require accurate measures of the cost of living with which to deflate nominal measures of economic activity or economic resources. Price indices and PPP calculations, such as the Consumer Price Index (CPI) and the purchasing power parities implicit in the Penn World Tables, are commonly used to this end. However, there are longstanding concerns regarding the many biases associated with traditional approaches to price index construction. These include outlet bias, substitution bias, and biases associated with failing to deal fully with quality changes and the introduction of new goods. See Diewert (1987, 1993, 1995); Bils and Klenow (2001); Greenlees and McClelland (2011); Reinsdorf (1998, 1993); Boskin and Jorgenson (1997); Boskin et al. (1998); Triplett (2001); Hausman (2003); Lebow and Rudd (2003); Schultz (2003); Nordhaus (1998); Pollak (1998); Hausman and Leibtag (2009) for biases in the CPI, Broda and Weinstein (2010) for discussion of measurement issues in the underlying BLS price series, and Neary (2004); Hill (2004); Deaton and Heston (2010a); Almä (2012) for corresponding concerns with PPP calculations.

In this paper we reconsider a popular approach to this problem: the “Hamilton Method” proposed by Bruce Hamilton (Hamilton, 1998, 2001a). Stagnant deflated incomes in the United States during the 1970s and 80s were of considerable concern to economists and policy makers. Nakamura (1995) noted that aggregate food budget shares declined throughout the period. That the food budget share falls with income (Engel’s “law” (Engel, 1857a, 1895a)) is among the best known empirical regularities in economics. This suggested that perhaps incomes were growing, but standard methods had failed to capture this growth. An appealing explanation was that the CPI overestimated increases in the cost of living over time, so that deflated income growth had been underestimated. Hamilton formalized this intuition, proposing a way of using micro data to estimate the correction to the CPI required for food Engel curves to be stable over time. Among the attractions of this method are that it is simple and intuitively appealing, it has modest data requirements and it offers an omnibus
approach to assessing the multitude of potential biases in previously available indices like the CPI, rather than a piecemeal approach of assessing one bias at a time. Consequently, the Hamilton method has been widely applied over the last fifteen years, see Hamilton (2001a,b); Costa (2001); Beatty and Larsen (2005); Brzozowski (2006); Larsen (2007); Gibson et al. (2008); Xu and Zeng (2009); Barrett and Brzozowski (2010); Gibson and Scobie (2010); Chung et al. (2010); Clerc and Coudin (2011); Olivia and Gibson (2012); de Carvalho Filho and Chamon (2012); Nakamura et al. (2016); Sacerdote (2017). A corresponding approach (referred to as the “Engel method”) has also recently been applied to spatial comparisons across and within countries, see Almås (2012); Almås and Johnsen (2012); Chattopadhyay (2010); Coondoo et al. (2011). In a series of papers discussing the time path of poverty the U.S., Bruce Meyer and James Sullivan refer to the Hamilton method as important evidence of upward bias in the CPI (Meyer and Sullivan, 2009, 2011, 2012), and the World Bank has recently applied the Hamilton method in 16 African countries to assess CPI bias and reassess progress on poverty reduction (Dabalen et al., 2016).

In this paper, we begin by showing that the Hamilton method is internally inconsistent. We then develop a consistent method in the spirit of Hamilton which we refer to as the Translated Engel curve (TEC) method. We apply the TEC method to Hamilton’s data, and then to more recent U.S. data, for the period 1990 to 2014.

The inconsistency in the original Hamilton method arises because, on the one hand, the method estimates a single price index and interprets that price index as the cost of living index for all households. This interpretation implies that the cost of living index for an individual household does not depend on the utility (and hence income) of the household. This can only be true if preferences are homothetic. On the other hand, the method requires that preferences are not homothetic. Homothetic implies that budget shares are independent of real income, and so are also independent of any bias in, or corrections to, the deflator. In other words, if preferences are such that the method can be implemented, there is not a single cost of living index to identify, and if preferences are such that there is a single cost of living index to identify, the method will not work.

As food shares do fall with income, preferences cannot be homothetic. Richer and poorer
households have different consumption baskets and hence experience different changes in the cost of living. The Hamilton method and the CPI each estimate changes in the cost of living at specific points in the income distribution. However, they need not, and in general will not, estimate changes in the cost of living at the same point in the income distribution. Put simply, the Hamilton method conflates CPI bias with variation in inflation across income levels.

The TEC method we develop overcomes this problem by determining (theoretically and empirically) whose cost of living is being measured by the Hamilton method and then making a theoretically consistent adjustment to obtain the cost of living for any point in the income distribution.

The TEC method can used to assess bias in the CPI. To do this we apply a method due to Muellbauer (1976) (see also Deaton (1998)) to determine the point in the income distribution where changes in the cost of living are best approximated by the CPI. The TEC method then gives us the change in cost of living at this point, from which we can calculate CPI bias. This allows us to separate genuine CPI bias from the differences in inflation at the different points in the income distribution. For the period Hamilton studied, the TEC method reveals significant upward bias in the CPI, but the estimated bias is smaller than that obtained by Hamilton’s method.

Applying the TEC method to more recent U.S. data yields two key findings. First, for the 1990s, we find that the Hamilton method overstates genuine CPI bias by almost 40%. Second, our estimates imply very little CPI bias for the period 2000-2014. We speculate that this is because of improvements to the CPI undertaken by the BLS in 1999, in the wake of the Boskin Commission report. The TEC method and the Hamilton method show very similar patterns in this latter period because relative price changes in this period do not systematically favour the poor or the rich.

We also use the TEC method and U.S. data to calculate illustrative trends in deflated consumption for different quantiles of the consumption distribution. Again we see that in the period before post-Boskin reforms were implemented, the CPI, the Hamilton, and the TEC method show substantially different trends for deflated consumption, whereas in the
period after, the difference between the three is much smaller and not systematic.

Our emphasis on taking account of nonhomothetic preferences when evaluating price indices and calculating deflated incomes, is related to a recent literature on how nonhomothetic preferences matter for the analysis of growth, income, and development: Bems and Di Giovanni (2017) study how shifts in income can drive expenditure switching between domestic and imported goods by looking at Latvian scanner data in the period of the financial crisis; Boppart (2014) develops a growth model with non-homothetic preferences and apply it to study and decompose the U.S. structural change into an income and substitution effect; Handbury (2013) studies spatial price differences in the U.S. by using Nielsen household-level purchase data of food products allowing for income- and city-specific price indexes; and Moretti (2013) studies the wage gap between high skilled and low skilled in the U.S. and reports that when deflating nominal wages using a location-specific CPI, the difference between the wage of college graduates and high school graduates is lower in deflated terms than in nominal terms and has grown less.

The paper proceeds as follows. Section 2 reviews the Hamilton method and demonstrates the inconsistency in it. Section 3 develops the TEC method theoretically. Section 4 discusses empirical implementation. Section 5 presents two empirical applications of the TEC method: one using Hamilton’s original data and one using more recent data from the Consumer Expenditure survey. Section 6 concludes.

2 The Hamilton Method

2.1 Overview

The reasoning underpinning the Hamilton method seems straightforward. If preferences are stable over time and the CPI accurately measures costs of living then we would expect households at the same level of CPI-deflated income to allocate the same share of their budgets to food. Controlling for other possible influences on spending patterns, the food budget share at a given level of deflated income should be constant through time. If households at the same levels of deflated-income appear to be spending different shares of their budget on
food over time, and this cannot be explained by other factors, it suggests that true deflated income is changing, even when measured deflated income is not. The Hamilton method ascribes this to mismeasurement of change in the cost of living.¹

Most applications of the Hamilton method assume Almost Ideal Demand preferences (Deaton and Muellbauer, 1980) which implies Engel curves of the Working-Leser form. The food Engel curve is given by:

\[ w_{h,r,t}^f = \alpha_f + \gamma_f \ln \left( \frac{p_{r,t}^f}{p_{r,t}^n} \right) + \beta_f \ln \left( \frac{x_{h,t}}{P_{r,t}} \right), \tag{1} \]

where \( h \) indexes households², \( r \) indexes regions, \( t \) indexes time, \( x_{h,r,t} \) is nominal income (or total expenditure), \( \frac{p_{r,t}^f}{p_{r,t}^n} \) is the price of food (\( f \)) relative to nonfood (\( n \)) and \( P_{r,t} \) is a price index.³

In practice, with U.S. data, levels of food and non-food prices are not observed but their inflation rates are. These inflation rates are assumed to be measured with error. Following Hamilton, we can write

\[ p_{r,t}^k = p_{r,0}^k (1 + \Pi_{r,t}^k) (1 + E_{r,t}^k), \tag{2} \]

where \( \Pi_{r,t}^k \) is the observed inflation rate in the price of good \( k \) to period \( t \) in region \( r \) and \( E_{r,t}^k \) captures the difference between the true and observed inflation rates. Similarly, the overall price index \( P_{r,t} \) can be written as a function of the base period value of the price index, the observed CPI and a term \( E_{r,t} \) that captures the difference between the growth of the CPI and the true growth in \( P_{r,t} \):

\[ P_{r,t} = P_{r,0} CPI_{r,t} (1 + E_{r,t}). \tag{3} \]

¹A different critique of this approach emphasized by Blow (2003) and Logan (2009) is that it is a residual-based method. Any time varying determinants of demand that are not accounted for will be attributed to CPI bias. See also Deaton and Dupriez (2011) and Ravallion (2015).

²We use household as the unit of observation throughout because micro level expenditure data typically come at the household level.

³This is a two-good demand system for food and nonfood as in Hamilton (2001a) or Costa (2001). Costa (2001) also considers Recreation / Non Recreation but her main results focus on food/non-food. The two good system implies either within group homotheticity or fixed within group relative prices.
Then:

\[
\begin{align*}
\text{w}_{h,r,t}^f &= \alpha_f^w + \gamma_f^w \ln \left( \frac{p_{r,0}^f(1 + \Pi_{r,t}^f)(1 + E_{r,t}^f)}{p_{r,0}^n(1 + \Pi_{r,t}^n)(1 + E_{r,t}^n)} \right) + \beta_f^w \ln \left( \frac{x_{h,r,t}}{p_{r,0}^w CPI_{r,t}(1 + E_{r,t})} \right), \tag{4} \\
&= \alpha_f^w + \gamma_f^w \ln \left( \frac{1 + \Pi_{r,t}^f}{1 + \Pi_{r,t}^n} \right) + \beta_f^w \ln \left( \frac{x_{h,r,t}}{CPI_{r,t}} \right) + \gamma_f^w [\ln(1 + E_{r,t}^f) - \ln(1 + E_{r,t}^n)] - \beta_f^w ln(1 + E_{r,t}) + \gamma_f^w \ln \left( \frac{p_{r,0}^f}{p_{r,0}^n} \right) - \beta_f^w ln P_{r,0}.
\end{align*}
\]

The last term \( \left[ \gamma_f^w \ln \left( \frac{p_{r,0}^f}{p_{r,0}^n} \right) - \beta_f^w ln P_{r,0} \right] \) varies only by region and so can be captured by region dummies. Hamilton makes two further assumptions. First, he assumes that \( E_{r,t}^f, \ E_{r,t}^n \) and \( E_{r,t} \) vary with time only. Second, in Hamilton’s reported estimates, and in all the literature that follows, it is assumed that the difference between the true and observed inflation rates are identical for food and non-food, i.e. \( \ln(1 + E_{t}^f) - \ln(1 + E_{t}^n) = 0 \). Thus:

\[
\begin{align*}
\text{w}_{h,r,t}^f &= \alpha_f^w + \gamma_f^w \ln \left( \frac{1 + \Pi_{r,t}^f}{1 + \Pi_{r,t}^n} \right) + \beta_f^w \ln \left( \frac{x_{h,r,t}}{CPI_{r,t}} \right) + \gamma_f^w \left[ \ln(1 + E_{t}^f) - \ln(1 + E_{t}^n) \right] - \beta_f^w \ln(1 + E_{t}) + \sum_r \delta^r D^r \\
&= \alpha_f^w + \gamma_f^w \ln \left( \frac{1 + \Pi_{r,t}^f}{1 + \Pi_{r,t}^n} \right) + \beta_f^w \ln \left( \frac{x_{h,r,t}}{CPI_{r,t}} \right) + \sum_t \delta^t D^t + \sum_r \delta^r D^r, \tag{6}
\end{align*}
\]

where \( D^r \) are region dummies, \( D^t \) are time dummies, \( \delta^r \) and \( \delta^t \) are coefficients, and in particular, \( \delta^t = -\beta_f^w \ln(1 + E_{t}) \). This equation can be taken to data.

Intuitively, \( E_t \) is chosen to minimize the distance between the Engel curves in the base period and period \( t \). Equivalently, the Hamilton method estimates the price index, \( P_{r,t} = P_{r,0} CPI_{r,t}(1 + E_t) \) as the translation to nominal income that aligns the food Engel curves (after accounting for relative price effects and the effects of changing demographics). This is summarized in Figure 1. Figure 1 shows the region/period \( r,t \) Engel curve and the base period (0) Engel curve, but both at base period relative prices \( \left( \frac{p_{0}}{p_{0}} \right) \). The correction \( E_t \) shifts the region/period \( r,t \) Engel curve back to the region/period 0 Engel curve, as indicated

\[4\]In his development of the method, Hamilton allows that \( E_{t}^f \) and \( E_{t}^n \) may differ. He suggests that his method will underestimate the bias in the overall CPI as observed food inflation likely understates true food inflation by less than observed non-food inflation understates true non-food inflation.
Figure 1: The Hamilton Method

\[ w_{h,0} = \alpha + \gamma/ln\left(\frac{p_f}{p_n}\right) + \beta/ln\left(\frac{x_{h,0}}{P_0}\right) \]

\[ w_{h,r,t} = \alpha + \gamma/ln\left(\frac{p_f}{p_n}\right) + \beta/ln\left(\frac{x_{h,r,t}}{P_0 CPI_{r,t}(1 + E_t)}\right) \]

Note: The figure illustrates a shift in an Engel curve induced by a correction of a bias to the CPI. Without the correction for the bias correction \( E_t \) the Engel curve for period/region \( r,t \) would lie left of the Engel curve for period/region \( 0 \). The correction \( E_t \) shifts the Engel curve back onto the region/period \( 0 \) Engel curve.

by the arrows. If, as expected, the CPI is upward biased, from 3 we should have \( 1 + E_t < 1 \) and so \( E_t < 0 \). However, Hamilton reports \(-E_t\) as cumulative bias, to give a positive number (and we shall follow this convention below.)

Hamilton incorrectly interprets \( P_{r,t} \) as the true cost of living index.\(^5\) \( E_t \) is then interpreted as the bias in the CPI relative to growth in the cost of living. \( P_{r,t} \) is a price index, but as we show in the next section, if relative prices vary it is the true cost of living index at, at most, one point in the income distribution. This means that \( E_t \) cannot, in general, be interpreted as the bias in the CPI relative to changes in the cost of living.

\(^5\)Hamilton (2001a), page 622, just above Equation 2.
2.2 Lost in Translation

The inconsistency in the Hamilton method is as follows. The method estimates a single price index and interprets that price index as the cost of living index for all households. This interpretation implies that the cost of living index for an individual household does not depend on the utility – and hence income – of the household. This can only be generally true if preferences are homothetic. But if preferences are homothetic, the Hamilton method cannot be implemented. Homotheticity implies that budget shares are flat with regard to income, as illustrated in Figure 2 with the 0 coefficient on the logarithm of deflated income. In this case, food shares contain no information about deflated income (or biases in deflated income). After adjusting for relative prices, the Engel curves lie on top of each other, and there is no horizontal translation (or scaling of nominal income in region/period $r, t$) that brings them closer together. To see this another way, note that the Hamilton method estimates $\ln(1 + E_t)$ by $-\frac{\delta_t}{\beta_f}$; if preferences are homothetic, $\beta_f = 0$ and this calculation involves dividing by zero.

The evidence that preferences are not homothetic is overwhelming: that food shares fall with income is Engel’s law and has been confirmed by a multitude of empirical studies of consumer demand (Engel, 1857b, 1895b; Working, 1943; Leser, 1963; Blundell, 1988). Thus the Hamilton method can be implemented, but the true cost of living differs across households; poor and rich households experience different changes in the cost of living because they consume different bundles (for example, the poor spend a greater share of their budget on food).

Of course, the non-homotheticity of preferences also implies that the CPI, which is a single price index, estimates the cost of living at one point in the income distribution – an observation made long ago by Prais (1959) and Nicholson (1975). Therefore the implication of preferences being non-homothetic is that the CPI and $P_t$ each estimate a cost of living index for a specific level of income, but these two income levels need not be the same. We

\[\text{With non-homothetic preferences, changes in the cost of living can be common across the income distribution in the specific instance of unchanging relative prices. But in general, relative prices do move. Moreover, if relative prices did not move, the problem of measuring cost of living differences across time and space would be simple: one need only find one well-measured price.}\]
Fig. 2: The Hamilton Method with Homothetic Preferences

\[ w_0^h = \alpha + \gamma f \ln \left( \frac{p_0^f}{p_0^n} \right) + \theta f \ln \left( \frac{x_{h,t}}{p_0^CPI_{r,t}(1 + E_t)} \right) \]

\[ w_{h,r,t}^t = \alpha + \gamma f \ln \left( \frac{p_0^f}{p_0^n} \right) + \theta f \ln \left( \frac{x_{h,r,t}}{p_0^CPI_{r,t}(1 + E_t)} \right) \]

**Note:** The figure illustrates Engel curves for homothetic preferences.

Refer to the virtual household at the level of income at which the CPI estimates the cost of living as the *CPI household*. Correspondingly, we refer to the virtual household at the level of income at which \( P_t \) estimates the cost of living as the *Hamilton household*.

Therefore the Hamilton method’s “bias”, \( E_t \), contains two elements:

1. **CPI bias:** The CPI differs from the true cost of living index of the CPI household due to substitution, new goods, quality changes, etc.

2. **Non-homotheticity:** The CPI household and Hamilton household have different levels of income, and so experience different changes in their true cost of living.

Previous analyses using the Hamilton method to assess CPI bias have conflated these two things. The rest of the paper develops and implements a method that does not suffer from this flaw.
3 Whose cost of living?

3.1 The CPI household

To disentangle genuine CPI bias from the effect of non-homotheticity, we first need to determine the locations of the CPI household and the Hamilton household in the income distribution.

For the CPI there is a well-established method of doing this due to Muellbauer (1976). The CPI household has expenditure shares which match the expenditure weights in the CPI. The expenditure weights in the CPI are the aggregate expenditure shares (that is the share of each good in total household spending). The aggregate expenditure share of good $k$ is in turn a weighted mean of household expenditure shares for good $k$, where each household is weighted by its share of total income:

$$W_{r,t}^k = \sum_h \frac{x_{h,r,t}^k}{\sum x_{h,r,t}} w_{h,r,t}^k.$$  \hspace{1cm} (7)

Given this, and the Working-Leser functional form for household-level shares assumed above, we can write the aggregate share for food at time $t$, as:

$$W_{r,t}^f = \sum_h \frac{x_{h,r,t}^f}{\sum x_{h,r,t}} \left[ \alpha_{r,t}^f + \gamma^f \ln \left( \frac{p_{r,t}^f}{p_{r,t}^o} \right) + \beta^f r_t \ln \left( \frac{x_{h,r,t}}{P_{r,t}} \right) \right].$$  \hspace{1cm} (8)

Thus the CPI household has income equal to $\sum_h x_{h,r,t} \ln(x_{h,r,t})$.

We compute where the income of the CPI household lies in the household income distribution for each year from 1974 to 1991 using the same PSID data as in Hamilton (2001a). These calculations are illustrated in Figure 3. Over this period, the aggregate shares used in the CPI correspond most closely to a household somewhere between the 68th and 77th
Figure 3: Income Distribution Percentile of the CPI household

Note: The figure displays the percentile location of the CPI household in the U.S. income distribution for different years. The CPI household is defined as a virtual household with income \( \sum_h x_{h,r,t} \ln x_{h,r,t} \sum_h x_{h,r,t} \) percentile of the household income distribution.\(^7\) The CPI is a plutocratic index and so measures changes in the cost of living for a fairly affluent household. As noted above, as a measure of this household’s true cost of living, the CPI may be biased because of substitution, new goods, quality changes and other biases discussed in the literature.

3.2 The Hamilton Household

Turning to the Hamilton household, we begin with the general definition (in logarithms) of the true cost of living index for a household \( h \), in region \( r \), at period \( t \). We define reference

\(^7\)Deaton (1998) similarly finds that the U.S. CPI is usually around the 75th percentile of the household income distribution.
utility for household \( h \), \( u_{h,0} \), to be the utility of that household in the base region \(( r = 0 )\) and base period \(( t = 0 )\), where it faces the price vector \( p_0 = ( p_{0,f}, p_{0,n} ) \). In logarithms, the true cost of living index is then given by:

\[
\ln \text{COLI}_{h,r,t} = \ln C(u_{h,0}, p_{r,t}) - \ln C(u_{h,0}, p_0),
\]

(9)

where \( C(u_{h,0}, p_{r,t}) \) is the money cost of obtaining utility level \( u_{h,0} \) at prices \( p_{r,t} = ( p_{r,f,t}, p_{r,n,t} ) \). This measures the resources necessary to maintain base-period utility at the new price vector \( p_{r,t} \) for this household, and the logarithm of the COLI measures the proportional change in required resources.

For AIDS preferences,

\[
\ln C(u_{h,0}, p_{r,t}) = \ln \alpha + \sum_{k=1}^{n} \alpha_k \ln p_{r,k} + \sum_{k=1}^{n} \sum_{l=1}^{n} \gamma_{k,l} \ln p_{r,k} \ln p_{r,l},
\]

(10)

\[
\ln \alpha = \prod_{k=1}^{n} (p_{r,k})^\beta_k,
\]

where \( \sum_{k=1}\alpha_k = 1 \) and \( \sum_{k=1}^{n} \gamma_{k,l} = \sum_{l=1}^{n} \gamma_{k,l} = \sum_{k=1}^{n} \beta_k = 0 \). Thus, given Hamilton’s assumption of AIDS preferences, the true COLI is log-linear in utility, and not independent of utility (or income) as Hamilton implies.

The food share is:

\[
w_{h,r,t}^f = \alpha + \sum_{k=1}^{n} \gamma_k \ln p_{r,k} + \beta \ln \left( \frac{x_{h,r,t}}{\alpha(p_{r,t})} \right),
\]

(11)

\[
= \alpha + \sum_{k=1}^{n} \gamma_k \ln p_{r,k} + \beta \ln \left( \frac{x_{h,r,t}}{P_{r,t}} \right) \ln \text{Hamilton’s notation}
\]

Note in particular that \( \ln \alpha(p_{r,t}) = \ln P_{r,t} \), which is the price index corresponding to the Hamilton household.

In the base period and region, prices are 1 (and log prices are zero), so that, \( \ln \alpha(p_0) = \alpha_0 \)

\( u_{h,0} \) is not the only possible choice of reference utility level, but is the natural choice for comparison with price indices, like the CPI, that use base period quantities as weights. We discuss this further below.
\( b(p_0) = 1. \) As cost in period/region 0 must be equal to observed income in period/region 0, inverting gives utility in the base period and region as a function of observed income \( (x_{h,0}) \)

\[
u_{h,0} = \ln x_{h,0} - \alpha_0.
\] (12)

The cost of obtaining base period/region utility facing prices \( p_{r,t} \) is then

\[
\ln C(p_{r,t}, u_{h,0}) = \ln P_{r,t} + b(p_{r,t}) (\ln x_{h,0} - \alpha_0).
\] (13)

Equation (13) shows that the Hamilton household has income level \( \ln x_{h,0} = \alpha_0 \). \( P_{r,t} \) is the true cost of living index only at this level of income. The value of \( \alpha_0 \) is not identified by the Hamilton method. A priori, there is no reason to think that \( \alpha_0 \) would also be the log income level of the CPI household.

### 3.3 Decomposing the Hamilton Estimate

Solving Equation (13) for \( \ln P_{r,t} \) and taking changes gives:

\[
\Delta \ln P_{r,t} = \Delta \ln C(p_{r,t}, u_{h,0}) - \Delta b(p_{r,t}) (\ln x_{h,0} - \alpha_0),
\] (14)

Also recall from Section 2 that \( E_t \) is defined by

\[
P_{r,t} = P_{r,0} CPI_{r,t} (1 + E_t).
\]

Taking logs and changes (recalling that \( CPI_{0,0} = 1 \) and \( E_0 = 0 \)), and rearranging this expression yields:

\[
\Delta \ln P_{r,t} = \ln CPI_{r,t} + \ln(1 + E_t).
\] (15)

Combining Equations (14) and (15) and rearranging then gives:

\[
\ln(1 + E_t) = [\Delta \ln C(p_{r,t}, u_{h,0}) - \ln CPI_{r,t}] - \Delta b(p_{r,t}) (\ln x_{h,0} - \alpha_0).
\] (16)
Evaluating this expression at the income level of the CPI household \((x_{h,0} = x^{CPI})\) gives a natural decomposition of the Hamilton correction:

\[
-\ln(1 + E_t) = \ln CPI_{r,t} - \Delta \ln P_{r,t} = [\ln CPI_{r,t} - \triangle \ln C(p_{r,t}, u(x^{CPI}, p_{r,t}))] \\
+ [\Delta b(p_{r,t})(\ln x^{CPI} - \alpha_0)].
\]

Hamilton’s measure, \(-\ln(1 + E_t)\), captures the difference between the CPI \((\ln CPI_{r,t})\) and the price index \((\Delta \ln P_{r,t})\), and this measure can be further decomposed into actual CPI bias, which is given by the first term \([\ln CPI_{r,t} - \triangle \ln C(p_{r,t}, u(x^{CPI}, p_{r,t}))]\), and the part due to non-homotheticity, which is given by the second term \([\Delta b(p_{r,t})(\ln x^{CPI} - \alpha_0)]\).

This decomposition is illustrated in Figure 4. The four panels illustrate four possible cases. In each panel, the logarithm of base period nominal income is on the horizontal axis and the CPI, changes in \(P_t\) and changes in the true cost of living (all in logarithms) are measured on the vertical axis. The change in the logarithm of the true cost of living from period/region 0 to period/region \(t, r\) \((\Delta \ln C)\) is given by the diagonal line. It varies with the household’s income in the base period. The slope of this diagonal line is:

\[
\Delta b(p_{r,t}) = \left(\frac{p_{f,t}}{p_{n,t}}\right)^{\beta_f} - \left(\frac{p_{f,0}}{p_{n,0}}\right)^{\beta_f} = \left(\frac{p_{f,t}}{p_{n,t}}\right)^{\beta_f} \left[\left(\frac{1 + \Pi_{r,t}}{1 + \Pi_{n,t}}\right)^{\beta_f} - 1\right].
\]

Food is a necessity, so \(\beta_f < 0\). Thus, if the relative price of food is lower in region/period \(r, t\) than in region/period 0, then \(\Delta b(p_{r,t}) > 0\) and the diagonal line slopes up (as in panels (a) and (b)). If the relative price of food is higher in period/region \(r, t\) than in period/region 0 then \(\Delta b(p_{r,t}) < 0\) and the diagonal line slopes down (as in panel (c)). Whatever the slope, the diagonal line for \(\Delta \ln C\) always passes through the intersection of the vertical line at \(\ln x_{h,0} = \alpha_0\) and the horizontal line at \(\Delta \ln P_{r,t}\). This is because the Hamilton method estimates the change in the cost of living at \(\ln x_{h,0} = \alpha_0\).

The decomposition above can be seen at the vertical line at \(\ln x_{h,0} = \ln x^{CPI}\). The difference between \(\Delta \ln C\) and \(\Delta \ln P\) is the part due to non-homotheticity \((\Delta b(p_{r,t})(\ln x^{CPI} - \alpha_0))\).

\(^{9}\)Note that Hamilton’s assumption that \(E\) varies only with time can only be approximately correct as the two components of \(E\) vary with both time and region.
α0)). In panel (a), this is positive, but less than \( \Delta \ln P_{r,t} - \ln CPI_{r,t} \). The remaining gap between \( \Delta \ln C \) and \( \ln CPI \) is then CPI bias (the extent to which the CPI mismeasures the true cost of living increase for the CPI household), and this is also positive. In Panel (b), the difference between \( \Delta \ln C \) and \( \Delta \ln P \) (due to non-homotheticity) is positive and exceeds \( \Delta \ln P_{r,t} - \ln CPI_{r,t} \). This implies that the actual CPI bias must be negative, as indicated in the figure. In Panel (c), the difference between \( \Delta \ln C \) and \( \ln CPI \) is then CPI bias (the extent to which the CPI mismeasures the true cost of living increase for the CPI household), and this is also positive. In Panel (b), the difference between \( \Delta \ln P \) (due to non-homotheticity) is positive and exceeds \( \Delta \ln P_{r,t} - \ln CPI_{r,t} \). This implies that the actual CPI bias must be negative, as indicated in the figure. In Panel (c), the difference between \( \Delta \ln C \) and \( \ln CPI \) is then CPI bias (the extent to which the CPI mismeasures the true cost of living increase for the CPI household), and this is also positive. In Panel (d), shows an expenditure \( \Delta \ln C \) function the same slope as in Panel (c) but with \( \alpha_0 \) above \( \ln x^{CPI} \). In this case the difference between \( \Delta \ln C \) and \( \Delta \ln P \) (non-homotheticity) is positive but less than \( \Delta \ln P_{r,t} - \ln CPI_{r,t} \), so that CPI bias is positive but less than what the Hamilton Method would estimate. Of course, with the same slope, if \( \alpha_0 \) were sufficiently large (far to the right) the effect of non-homotheticity at \( \ln x^{CPI} \) would exceed \( \Delta \ln P_{r,t} - \ln CPI_{r,t} \), and CPI bias would be negative.

To quantify true CPI bias we need to empirically implement this decomposition of \( \Delta \ln P_{r,t} - \ln CPI_{r,t} = \ln(1 + E_t) \) into the part due to non-homotheticity and true CPI bias. This means calculating

\[
\Delta b(p_{r,t})(\ln x^{CPI} - \alpha_0) = \left( \frac{p^f_{p0}}{p^f_{r,0}} \right)^{\beta^f} \left[ \left( \frac{1 + \Pi^f_{r,t}}{1 + \Pi^o_{r,t}} \right)^{\beta^f} - 1 \right] (\ln x^{CPI} - \alpha_0),
\]

where \( \beta^f \) is the slope of the Engel curve and easily estimated. The calculation of \( \ln x^{CPI} \) was discussed above. Thus for a given region, \( r \), expression (19) contains two unobservable quantities: \( \alpha_0 \) and the base period price ratio \( \frac{p^f_{r,0}}{p^o_{r,0}} \). Note that in the base region \( \frac{p^f_{r,0}}{p^o_{r,0}} = 1 \). But the choice of base period is an arbitrary normalization of prices. We can re-normalize prices so that, essentially, each region is the base region in turn. This requires an adjustment to \( \alpha_0 \) (because \( \alpha_0 \) is the logarithm of the cost of base utility when prices are 1), but this is straightforward.\(^{10}\) This means that if \( \alpha_0 \) could be identified, then the decomposition of \( \Delta \ln P_{r,t} - \ln CPI_{r,t} = \ln(1 + E_t) \) into the part due non-homotheticity and true CPI bias

\(^{10}\) Appendix A describes the calculations.
Figure 4: Four possible cases

Note: The figure displays four possible cases. In each panel, the logarithm of base period nominal income is on the horizontal axis and the CPI, changes in $P_t$, and changes in the true cost of living (all in logarithms) are measured on the vertical axis. The change in the logarithm of the true cost of living from period/region $t,r$ to period/region $0 (0,0)$ is given by the diagonal line. In panels (a) and (b) the relative price of food is lower in region/period $t,r$ than in region/period $0$ and the diagonal line slopes up. In panel (a) the Hamilton method reports a positive CPI bias and the slope of the diagonal line is such that the Hamilton method overestimates the CPI bias (the TEC bias is lower than what the Hamilton method reports). In panel (b) the Hamilton method also reports a positive bias and the slope is such that the TEC bias is negative. In panel (c) and (d) the relative price of food is higher in region/period $t,r$ than in region/period $0$ and the diagonal line slopes down. The Hamilton method reports a negative CPI bias, in panel (c) the Hamilton method underestimates the negative bias in CPI whereas in panel (d) the Hamilton method overestimates the negative CPI bias.
could be quantified. We take up identification of $\alpha_0$ in the next section, but first consider the implications of non-homotheticity for volume measures based on Engel curve shifts.

3.4 Volume measures

While assessing bias in the CPI is important in its own right, the underlying motivation in this literature, going back to Nakamura (1995), is to construct volume measures (deflated income or deflated expenditure, for example). A price index $\Psi_{r,t}$ satisfies “weak factor reversal” if there exists an associated quantity index, $Q_{r,t}$, such that the nominal uplift in income, $\frac{x_{r,t}}{x_0}$, is the product of those price index and quantity indices:

$$\frac{x_{r,t}}{x_0} = \Psi_{r,t} Q_{r,t}. \quad (20)$$

Rearranging gives:

$$\frac{x_{r,t}}{\Psi_{r,t}} = x_0 Q_{r,t}, \quad (21)$$

where either side of this expression is deflated income, measured in the monetary units of period 0.

From Equation (9) we have taken the correct price index to be the Konüs cost of living index with reference utility level $u_0$.

$$\Psi_{r,t} = \frac{C(p_{r,t}, u_0)}{C(p_0, u_0)}. \quad (22)$$

The quantity index which is complimentary to this Konüs price index (in the sense of satisfying Equation (20)) is the Allen quantity index with reference price vector $p_{r,t}$:

$$Q_t = \frac{C(p_{r,t}, u_{r,t})}{C(p_{r,t}, u_0)}. \quad (23)$$

In our calculations below we use the left-hand side of Equation (21) to calculate deflated income, just as deflated income is often calculated by dividing nominal income by the CPI, but the Allen quantity index with reference price vector $p_{r,t}$ (multiplied by $x_0$) is numerically
In logarithms, deflated income is then \( \ln x_t - \Delta \ln C(p_{r,t}, u_{h,0,r}) \). Using Equation (13) we have:

\[
\ln x_{h,r,t} - \Delta \ln C(p_{r,t}, u_{h,0,r}) = \ln x_{h,r,t} - \Delta \ln P_{r,t} - \Delta b(p_{r,t})(\ln x_{h,0} - \alpha_0). \tag{24}
\]

Then Equation (3) gives:

\[
\ln x_{h,r,t} - \Delta \ln C(p_{r,t}, u_{h,0,r}) = \ln x_{h,r,t} - \left\{ \ln CPI_{r,t} + \ln(1 + E_t) \right\} - \Delta b(p_{r,t})(\ln x_{h,0} - \alpha_0). \tag{25}
\]

Recall that \( \frac{\delta t}{\beta f} = \ln(1 + E_t) \). Substituting this and Equation (18) and grouping terms gives:

\[
\ln x_{h,r,t} - \Delta \ln C(p_{r,t}, u_{h,0,r}) = \left\{ \ln x_{h,r,t} - \ln CPI_{r,t} \right\} + \left\{ \frac{\delta t}{\beta f} \right\} - \left\{ \left( \frac{p_{r,0}^f}{p_{r,0}^n} \right)^{\beta f} \left[ \frac{1 + \Pi_{r,t}^f}{1 + \Pi_{r,t}^n} \right]^{\beta f} - 1 \right\} (\ln x_{h,0} - \alpha_0). \tag{26}
\]

Note that the first term in curly brackets on the right-hand side of Equation (26) is the standard measure of deflated income: nominal income adjusted by the CPI. The addition of the second term in curly brackets, \( \left\{ \frac{\delta t}{\beta f} \right\} \), gives the deflated income by the Hamilton method.

The third term is the TEC correction for the non-homotheticity of preferences. As Engel-curve based methods require non-homotheticity to implement, this gives a theoretically coherent measure of deflated incomes based on movements in Engel curves.\(^{11}\) We implement and compare all three measures in our second application below.

\(^{11}\)Note that we have taken the Konishi cost of living index with reference utility level \( u_0 \) to be the appropriate price index. This leads Equation (26) to depend on \( \ln x_{h,r,0} \). With repeated cross-sectional data sets, \( \ln x_{h,r,t} \) and \( \ln x_{h,r,0} \) are not observed for the same household. Thus Equation (26) can only be implemented with panel data, or at a group level. We take the latter approach in our second application below. An alternative approach would be to take the Konishi price index with with reference utility \( u_{t,r} \), as the correct price index (so that an Allen index with reference price vector \( p_0 \) is the implied volume measure).

Through manipulations similar to those given above, this would lead to an estimator of an extended money metric which the literature has sometimes called “adjusted expenditure” (Pendakur, 2002; Donaldson, 1992; King, 1983).

\[
\ln x_{h,r,t} - \Delta \ln C(p_{r,t}, u_{h,t,r}) = \ln C(p_0, U(p_{r,t}, x_{h,r,t})). \tag{27}
\]

We eschew that approach in this paper because the Konishi cost of living index with reference utility level \( u_0 \) seems the natural comparator for price indices, such as the CPI, that employ base-period quantities as weights. The Konishi cost of living index with reference utility level \( u_{t,r} \) would seem a more natural comparator for a Paasche price index.
Finally, before turning to implementation, it is important to consider the interpretation of deflated incomes calculated by Equation (26), and in particular concerns raised by Angus Deaton. Deaton has strongly criticized the Hamilton method, arguing that it is subject to the Pollak and Wales critique (Deaton, 2016, 2010b). To clarify, suppose that the cost of a reference level of utility depends not only on prices but also on characteristics of households or the environment, $z$, so that the cost function is $C(p, z, u)$. An equivalence scale compares the cost of some reference level utility (for example $u_0$) across values of $z$, holding prices constant at some reference price level (for example, $p_0$):

$$S_{01}^j = \frac{C(u_0, p_0, z_1)}{C(u_0, p_0, z_0)}.$$  \hspace{1cm} (28)

In an important paper, Pollak and Wales (1979) demonstrate that $S_{01}^j$ is not identified from demand data, because monotonic transformations of the utility function (the inverse of the cost function) alter the cost-ratio (Equation(28)) without altering demands.

When the cost of a reference level of utility depends not only prices but also on characteristics of households or the environment, we have to be explicit about how we define a cost-of-living index. If we define it strictly to be the cost-ratio between two price vectors holding all possible $z$ constant,

$$\Psi_{r,t} = \frac{C(p_{r,t}, z_0, u_0)}{C(p_0, z_0, u_0)},$$  \hspace{1cm} (29)

this object is identified by demand data and can be recovered by the TEC method, as shown above. The Pollak and Wales critique does not apply. However, the Pollack and Wales critique does apply to a mixed cost-ratio, in which both $p$ and $z$ are changing. The cost-ratio

$$\frac{C(p_{r,t}, z_1, u_0)}{C(p_0, z_0, u_0)},$$  \hspace{1cm} (30)

is not identified by demand data. Of course, across time and space, as prices change, other things also change. For example, climate change will affect welfare and well-being, perhaps particularly in less developed countries. So the adjustments we would really like to make
are of the type given by Equation (30). Deaton’s reference to Pollak and Wales reminds
us that we cannot, at least not without different kinds of data or very strong assumptions.
The implication is that we should be very cautious about interpreting the deflated incomes
developed in this subsection as welfare measures. It is exactly for this reason that we
employ the term deflated income, rather than the more common “real” income. Of course,
this caution applies equally whether we deflate income by the CPI, by a price index obtained
from the Hamilton method or the TEC method, or by some other price index derived from
demands.

4 Identification

4.1 The Problem

The TEC method requires knowledge of the parameter $\alpha_0$. This parameter would in principle
be identified if price levels were perfectly observed, but is not identified given data like
that used by Hamilton. To see this, first rewrite the two good demand system:

$$w_{h,r,t} = \alpha^f + \gamma^f \ln p^f_{r,t} - \ln p^n_{r,t} + \beta^f \ln x_{h,r,t} - \beta^f \ln P_{r,t},$$

$$\ln P_{r,t} = \alpha_0 + \alpha^f \ln p^f_{r,t} + (1 - \alpha^f) \ln p^n_{r,t} + \frac{\gamma^f}{2} (-2 \ln p^f_{r,t} \ln p^n_{r,t} + (\ln p^f_{r,t})^2 + (\ln p^n_{r,t})^2).$$

(31)

(32)

Using Equation (21) to eliminate $P_t$ from the food share Equation (20), expressing the share
as a function of nominal income and additional price variables, and then grouping terms
yields:

$$w_{h,r,t} = \{\alpha^f - \beta^f \alpha_0\} + \{\gamma^f \ln p^f_{r,t} - \gamma^f (1 - \alpha^f)\} \ln p^n_{r,t} + \beta^f \ln x_{h,r,t}$$

$$- \frac{\beta^f \gamma^f}{2} \left\{ -2 \ln p^f_{r,t} \ln p^n_{r,t} + (\ln p^f_{r,t})^2 + (\ln p^n_{r,t})^2 \right\}. $$

(33)

Note that $\alpha_0$ is not identified from income variation alone but is in principle, identified
from the non-linearity in price responses in this expanded form of the share equation.\footnote{First, $\beta^f$ is identified by the nominal log income term and $\gamma^f$ is identified by the square of the log price}
However, the Hamilton method is motivated by the observation that prices are not perfectly observed, and the goal is to estimate changes in the cost of living using limited data. Recall from Section 2.1 that there are two unobservables: base period price levels, and the error in observed inflation rates. The Hamilton method proceeds by capturing these unobservables with, respectively, region and time dummies. However, in the expanded form of the share equation (Equation (33)) the quadratic terms in price levels imply interactions between the unobservables. To captures these would require a full of set of interactions between time and region dummies. However, this would leave no variation in observed inflation rates with which to estimate the parameters of the equation. Consequently $\alpha_0$ is not identified by this approach.

To see this, recall from Section 2.1 that Hamilton assumes the following error structure:

$$
\ln p_{r,t}^k = \ln(1 + \Pi_{r,t}^k) + \ln p_{r,0}^k + \ln(1 + E_t^k),
$$

where $\Pi_{r,t}^k$ is reported good specific inflation. Substituting this structure into Equation (33) above gives:

$$
w_{h,r,t} = \{\alpha_f - \beta_f \alpha_0\} + \{\gamma_{ff} - \beta_f \alpha_f\} \left[\ln(1 + \Pi_{r,t}^f) + \ln p_{r,0}^f + \ln(1 + E_t^f)\right] - \{\gamma_{ff} + \beta_f (1 - \alpha_f)\} \left[\ln(1 + \Pi_{r,t}^n) + \ln p_{r,0}^n + \ln(1 + E_t^n)\right] + \beta_f \ln X_{h,r,t} - \frac{\beta_f \gamma_{ff}}{2} \left\{-2 \left[\ln(1 + \Pi_{r,t}^f) + \ln p_{r,0}^f + \ln(1 + E_t^f)\right] \left[\ln(1 + \Pi_{r,t}^n) + \ln p_{r,0}^n + \ln(1 + E_t^n)\right] + \left[\ln(1 + \Pi_{r,t}^f) + \ln p_{r,0}^f + \ln(1 + E_t^f)\right]^2 + \left[\ln(1 + \Pi_{r,t}^n) + \ln p_{r,0}^n + \ln(1 + E_t^n)\right]^2\right\}.
$$

As in Section 2.1, base period price differences ($\ln p_{r,0}^f$ and $\ln p_{r,0}^n$) can be captured with region dummies, and the time-specific errors captured by year dummies ($\ln(1 + E_t^f)$). However, in the two last lines of Equation (35), the time-specific errors interact with unobserved

---

*term. Given $\beta_f$ and $\gamma_{ff}$, $\alpha_f$ is identified from the log relative price term, and then $\alpha_0$ is identified from the constant (since we already know $\alpha_f$ and $\beta_f$). Such an estimate of $\alpha_0$ is likely to be imprecise because it is a nonlinear function of estimated (reduced form) parameters in the share equation, and identification depends on the coefficient on the quadratic term in prices. These in turn would not be precisely estimated unless there was a great deal of relative price variation. For this reason, demand modelers often fix $\alpha_0$ even though it is in principle identified. See for example Banks et al. (1997) who set $\alpha_0$ just below smallest observed value of log income in the base year. A normalization does not help us here, as the resulting decomposition of the difference between the CPI and the Hamilton deflator would then be completely arbitrary.*
4.2 Solutions

There are three ways to deal with non-identification of a parameter: bounding the parameter, bringing additional data to bear, and adding additional structure to the model. We pursue all three of these possibilities.

4.2.1 Bounds

Note that budget shares are naturally bounded between zero and one. At base period prices, the food budget share for household $h$ is

$$w_{h,r,0}^f = \alpha_f + \beta_f u_{h,r,0} = \alpha_f - \beta_f \alpha_0 + \beta_f \ln x_{h,r,0}.$$  

Thus to ensure that budget shares are bounded between zero and one at base utility requires $0 < \alpha_f < 1$ and to ensure that budget shares are bounded between zero and one at all observed incomes (again at base period prices) requires $0 < \alpha_f - \beta_f \alpha_0 + \beta_f \ln x_{h,0} < 1 \forall x_{h,0} \in [x_{0}^{min}, x_{0}^{max}]$ where $x_{0}^{min}$ and $x_{0}^{max}$ are the minimum and maximum nominal incomes observed in the data (in the base year). Combining these conditions gives $\ln x_{0}^{min} + \frac{1}{\beta_f} < \alpha_0 < \ln x_{0}^{max} - \frac{1}{\beta_f}$. Food is a necessity so $\beta_f$ is negative and these bounds are larger than the support of household income in the base period, and so not particularly informative. We nevertheless compute them for the Hamilton data and report them in an empirical application below.

4.2.2 Better data

Since Hamilton conducted his study, information of regional price levels in the U.S. has become available through the important work of Bettina Aten (Aten, 2008). With these data, $\ln p_{r,0}^f$ and $\ln p_{r,0}^n$ are observed eliminating the need for regional dummies. Define the measured log price level as $\ln \tilde{p}_{r,t}^k = \ln(1 + \Pi_{r,t}^k) + \ln p_{r,0}^k$ so that from Equation (2) we have $\ln \tilde{p}_{r,t}^k = \ln \tilde{p}_{r,t}^k + \ln(1 + E_t^k)$. With this, and maintaining the Hamilton assumption that $\ln(1 + E_t^f) - \ln(1 + E_t^n) = 0$, we can derive an estimable equation of the form:
\[ w_{h,r,t} = \{\alpha^f - \beta^f \alpha_0\} + \beta^f \ln x_{h,r,t} + \{\gamma^{ff} - \beta^f \alpha^f\} \ln p_{r,t}^s - \{\gamma^{ff} + \beta^f (1 - \alpha^f)\} \ln p_{r,t}^n \]
\[ - \frac{\beta^f \gamma^{ff}}{2} \left\{-2 \ln p_{r,t}^s \ln p_{r,t}^n + \left[\ln p_{r,t}^s\right]^2 + \left[\ln p_{r,t}^n\right]^2\right\} \]
\[ - \beta^f \ln(1 + E_t^n). \]  

The terms in the first two lines of this array are observables. The term in the third line of this array can be captured just by time dummies. \( \beta^f \) is identified by the nominal log income term and \( \gamma^{ff} \) is identified by the second order terms in log prices. Given \( \beta^f \) and \( \gamma^{ff} \), \( \alpha^f \) is identified from the log relative price terms, and then \( \alpha_0 \) is identified from the constant (since we already know \( \alpha^f \) and \( \beta^f \)). We have implemented this on Hamilton’s data augmented with Aten’s regional price levels. Unfortunately, the resulting estimate of \( \alpha_0 \) has a confidence interval which is as large as the theoretical bounds described above. This is because identification rests on base-period regional variation in relative prices, which in this context is not large. In other contexts, regional price level variation may be more helpful.

### 4.2.3 A Preference Restriction

Finally, identification can be achieved in this setting by imposing restrictions on preferences. An obvious candidate is to set \( \gamma^{ff} = 0 \). These preferences rule out relative price effects on the budget shares if we condition on \( P_{r,t} \):

\[ w_{h,r,t}^f = \alpha^f + \beta^f \ln \left(\frac{x_{h,r,t}}{P_{r,t}}\right). \]  

Some authors without access to regional price variation have estimated exactly this model when implementing the Hamilton method (see Beatty and Larsen (2005) amongst others), and researchers – including Hamilton – estimating the more general formulation often cannot reject the restriction that \( \gamma^{ff} = 0 \) (see Hamilton (2001a) where the coefficient estimate is small and insignificant or Costa (2001) where the effect is negative in one period and positive in another.)
Combining this restriction with the error structure in Equation (2), the expanded form of
the share equation (Equation (33)), and Hamilton’s assumption that \( \ln(1 + E_f^t) - \ln(E^n_t) = 0 \), we get:

\[
w_{h,r,t}^f = \{\alpha^f - \beta^f \alpha_0\} + \beta^f \ln x_{h,r,t} + \beta^f \alpha^f \ln \left(\frac{1 + \Pi^n_{r,t}}{1 + \Pi^f_{r,t}}\right) - \beta^f \ln(1 + \Pi^n_{r,t}) - \beta^f \ln(1 + E^n_t)
- \left[\beta^f \alpha^f \ln p_{r,0}^f + \beta^f (1 - \alpha^f) \ln p^n_{r,0}\right] \tag{38}
\]

\[
w_{h,r,t}^f = \{\alpha^f - \beta^f \alpha_0\} + \beta^f \ln \left(\frac{x_{h,r,t}}{\text{CPI}_{r,t}}\right) + \beta^f \alpha^f \ln \left(\frac{1 + \Pi^n_{r,t}}{1 + \Pi^f_{r,t}}\right) - \sum_t \delta^t D^t + \sum_r \tilde{\delta}^r D^r \tag{39}
\]

where the coefficients on the time dummies are \( \tilde{\delta}^t = \beta^f \ln(1 + E^n_t) \) and the coefficients on
the region dummies are \( \tilde{\delta}^r = -\left[\beta^f \alpha^f \ln p_{r,0}^f + \beta^f (1 - \alpha^f) \ln p^n_{r,0}\right] \).

To implement the full decomposition described in Section 3.3, we first estimate Equation
(6) (the specification that Hamilton and subsequent literature estimate) but impose the
restriction that \( \gamma^{ff} = 0 \),

\[
w_{h,r,t}^f = \alpha^f + \beta^f \ln \left(\frac{x_{h,r,t}}{\text{CPI}_{r,t}}\right) - \beta^f \ln(1 + E_t) + \sum_r \delta^r D^r, \tag{40}
\]

\[
= \alpha^f + \beta^f \ln \left(\frac{x_{h,r,t}}{\text{CPI}_{r,t}}\right) + \sum_t \delta^t D^t + \sum_r \delta^r D^r.
\]

We recover an estimate of \( E_t \) from \( \delta^t = -\beta^f \ln(1 + E_t) \). Then, we estimate Equation
(39) to get an estimate of \( \alpha_0 \) and following Section 3.3, we calculate part of \( E_t \) that is due
to non-homotheticity as

\[
\Delta b(p_{t,r})(\ln x^{CPI} - \alpha_0) = \left(\frac{p^n_{r,0}}{p_{r,0}^f}\right)^{\beta^f} \left[\frac{(1 + \Pi^n_{r,t})^{\beta^f}}{(1 + \Pi^f_{r,t})^{\beta^f}} - 1\right] (\ln x^{CPI} - \alpha_0). \tag{41}
\]

We now implement this procedure on the Hamilton data.
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5 Applications

5.1 PSID 1974-1991 (Hamilton’s data)

We first apply the TEC method to the same PSID data as Hamilton (2001a) to estimate the log income level of the Hamilton household as well as calculating the bounds on that level. This then allows us to calculate the change in cost of living for the CPI household, and hence CPI bias, as described in the previous section.

Figure 5 displays our estimates, with the preference restriction described above, of the log income level of the Hamilton household (that is, \(\alpha_0\)), and the CPI household, against the full distribution of log income. The figure pools data across states. We can treat each state in turn as the base region and calculate \(\alpha_0\). The two vertical lines in the figure give the highest and lowest values of \(\alpha_0\) across states. We find that the Hamilton household is much poorer than the CPI household, and indeed, in every state has a log income level far below the minimum log income in the full sample. In practice, this means that this household will be much more sensitive to price changes in food than the CPI household.

Figure 6 adds the theoretical bounds developed in Section 4.2.1, and shows that the range of log income levels that the Hamilton household could represent is very wide. That the log income level of the Hamilton household can be outside the observed log income distribution (as we find for Hamilton’s data) and indeed potentially very far below or above the observed log income distribution (as the bounds illustrate), has important implications. In response to a very early version of this paper (Beatty and Crossley, 2012), Nakamura et al. (2016) propose to check the robustness of Engel Curve-based inflation estimates (computed using the Hamilton method) by calculating exact price indices for different parts of the observed income distribution. They employ Divisia indices from Feenstra and Reinsdorf (2000) which are exact for the Almost Ideal Demand System (for one particular path of prices). These indices require only data on initial and final period expenditure shares and prices for the relevant group. Nakamura et al. (2016) argue that while inflation rates so calculated are different over different income groups in China, the differences are small. This is a very elegant way of assessing slope of the change in cost of living (the line labeled \(\Delta \ln C\) in
Figure 5: Hamilton and CPI households

Note: The figure shows the distribution of income in the PSID sample, the income of the CPI household, and the income of the Hamilton household (lowest and highest states).

Figure 4). However, this procedure is only informative about the slope of this line, and not its location. If the log income level of the Hamilton household is far below, or far above, the log income level of the CPI household, then even a modest slope can lead to significant differences between the Hamilton household and the CPI household in the change in cost of living. This means that calculations such as those reported by Nakamura, Steinsson and Liu cannot rule out non-homotheticity as an important component of the difference between Engel Curve-based inflation estimates and other estimates. The role of non-homotheticity can only be assessed with information about both the slope of the change in cost of living and the location (in log-income space) of the Hamilton household (again see Figure 4). The slope of the change in cost of living depends on movements in relative prices and the slope of the food Engel curve and it is fairly straightforward to calculate it directly or to approximate it using methods such as those employed by Nakamura et al. (2016). Information about location (in log-income space) of the Hamilton household is more difficult to obtain, but is equally important to assessing the implications of non-homotheticity.
Figure 6: Bounds

Distribution of income: 1974

Lower bound

Higher bound

Hamilton household (median state)

CPI household

Note: The figures show the bounds on α0, the income of the Hamilton household (for the medium state), and the income of the CPI household.

Figure 7: Relative Prices & Non-homotheticity (1974–1991)

Note: The Figure charts the evolution of the relative price of food to non-food goods, over the period studied by Hamilton (solid line). The difference in the change in log cost-of-living for the CPI household and the change in the log cost of living of the Hamilton Household is given by the dashed line.
The solid line in Figure 7 charts the evolution of the relative price of food (to non-food goods) over the period studied by Hamilton. In this time period, food prices fell relative to non-food prices, so that rich households experienced larger cost-of-living increases than poor households. Together with the fact that the log income level of the Hamilton household is far below the log income level of the CPI household, this implies that the true change in cost-of-living was smaller for the Hamilton household than for the CPI household. The excess in the change in cost-of-living for the CPI household over the change in the cost of living of the Hamilton household is given by the dashed line in Figure 7. This difference in true cost-of-living changes in turn implies that the difference between the change in cost-of-living for the Hamilton household and the CPI overstates the bias in the CPI as a measure of the change in cost-of-living experienced by the CPI household. Hence, the scenario that turns out to be relevant for these data and this period is captured by Panel (a) in Figure 4.

Our TEC estimates of CPI bias are presented in right-hand side column of Table 1. Our replication of Hamilton’s original estimates are given to the left of these for comparison. As we remove the difference between the change in cost-of-living for the CPI household and the change in the cost of living of the Hamilton household, the TEC estimates of cumulative CPI bias are smaller than Hamilton’s. By the end of the period the TEC method reveals a cumulative CPI bias of 5 percentage points lower than Hamilton’s: Nevertheless, after correcting for non-homotheticity, we continue to find a significant upward bias in the CPI in this period, with cumulative bias over the 15 years of 23 percentage points.

5.2 CE Data 1990-2014

In a second empirical application we consider the years 1990-2014. This period is interesting not only because it brings us up to date, but also because after Boskin et al. (1996) the BLS made a number of improvements to the CPI (see also Gordon (2006)). These included the use of a geometric means formula to account for lower level substitution, expanding the use of hedonic models to account for quality change, and introducing a procedure to

\[13\] The appropriate comparison is to his 25-SMSA sample estimates. Our numbers differ very slightly, due to subsequent revisions to the PSID
### Table 1: Comparing CPI Bias computed according to Hamilton and TEC Methods

<table>
<thead>
<tr>
<th>Year</th>
<th>Hamilton</th>
<th>TEC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1974</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1975</td>
<td>0.050</td>
<td>0.049</td>
</tr>
<tr>
<td>1976</td>
<td>0.122</td>
<td>0.112</td>
</tr>
<tr>
<td>1977</td>
<td>0.106</td>
<td>0.096</td>
</tr>
<tr>
<td>1978</td>
<td>0.133</td>
<td>0.131</td>
</tr>
<tr>
<td>1979</td>
<td>0.167</td>
<td>0.166</td>
</tr>
<tr>
<td>1980</td>
<td>0.212</td>
<td>0.196</td>
</tr>
<tr>
<td>1981</td>
<td>0.199</td>
<td>0.177</td>
</tr>
<tr>
<td>1982</td>
<td>0.220</td>
<td>0.189</td>
</tr>
<tr>
<td>1983</td>
<td>0.240</td>
<td>0.204</td>
</tr>
<tr>
<td>1984</td>
<td>0.280</td>
<td>0.238</td>
</tr>
<tr>
<td>1985</td>
<td>0.257</td>
<td>0.250</td>
</tr>
<tr>
<td>1986</td>
<td>0.257</td>
<td>0.209</td>
</tr>
<tr>
<td>1987</td>
<td>0.266</td>
<td>0.220</td>
</tr>
<tr>
<td>1990</td>
<td>0.280</td>
<td>0.238</td>
</tr>
<tr>
<td>1991</td>
<td>0.277</td>
<td>0.230</td>
</tr>
</tbody>
</table>

*Note:* The table shows the cumulative bias for the Hamilton and TEC methods. The cumulative bias for the Hamilton method is given by $E_t = \exp[-\frac{\delta t}{\beta}] - 1$ and the cumulative bias for the TEC method is given by $B_t = \exp[-\frac{\delta t}{\beta} + \Delta b(p_{r,t}) \left( \ln x_{h,0}^{CPI} - \alpha_0 \right)] - 1$.

Introduce new goods to the index more quickly (Johnson et al., 2006). It is important to assess the effect of these improvements and the TEC method provides a line of evidence on this question.

For these years, we switch from the PSID to the Consumer Expenditure (CE) Survey.\(^{14}\) CE data are collected by the Census Bureau for the Bureau of Labor Statistics. The CE data contain household-level information on an aggregate of nondurable consumption, food consumption, and income (to be used as an instrument).\(^{15}\) We also observe employment status and detailed demographics that can be used as controls. We follow Hamilton (2001) and use only households that are identified as “white” and with both adults older than 21. The area identifier for households is state of residency in addition to an identifier for whether or not the household lives in a SMSA. We have CPI data at SMSA level and assign a CPI to

---

\(^{14}\) More recent waves of the PSID are not well suited to this exercise as the PSID is now biennial and income and expenditure questions refer to different years.

\(^{15}\) More precisely the CE contains data at the level of the consumer-unit. See the Appendices for more detail.
each household in the following manner. We drop households that do not live in a SMSA. If a state has no SMSA for which we have a CPI, we drop it. If we have one SMSA CPI for a state, we assign it to the state. If we have more than one SMSA CPI for a state we use the average. As some SMSA span more than one state, an SMSA is assigned (fully or as part of an average) to every state it spans.

Moreover, the CE is a natural dataset with which to estimate Engel curves. It allows us to use (non-durable) consumption, rather than net income, as the budget measure to which we relate the food share. This is conceptually desirable and means that we do not need to be concerned that Engel curves are shifting because of changes in inter-temporal allocation (saving). It also allows us to deal with possible measurement error in the budget measure by instrumenting for consumption with income, as is commonly done in empirical demand estimation.\footnote{The results are based on OLS estimates to maximize comparability with the PSID estimates, but IV estimates are similar.}

Figure 8 shows the estimated position of the Hamilton household relative to the consumption distribution for 1990. The figure again pools data across states, and the two vertical lines give the highest and lowest values of $\alpha_0$ – the Hamilton household – across states. As in the earlier time period, the Hamilton household is very poor, and their consumption lies well below the observed consumption distribution.

However, the years from 1990 to 2014 differ from the period studied by Hamilton in the movement of the relative food price. In contrast to the steady decline seen between 1974 and 1991, which favored the poor, 1990 to 2014 saw an initial decline in the relative food price followed by a steep increase in the relative food price. This is shown in Figure 9. One implication is that from 2006 the poor experienced a faster increase in the cost-of-living than the rich, and the (very poor) Hamilton household had a higher cost-of-living increase than the CPI household (or, indeed, any household in the empirical consumption distribution). This in turn means that the TEC correction for non-homotheticity changes sign after 2006, and the original Hamilton method understates, rather than overstates, the degree of CPI bias in recent years.

We break the post-1990 years into two periods, 1990-1998 and 2000-2014, in order to
Figure 8: Estimated log-income of the Hamilton household, 1990

Note: The figure shows the distribution of income in the CE sample, the income of the CPI household, and the income of the Hamilton household (lowest and highest states).

Figure 9: Relative Prices (1990-2014)

Note: The figure shows the development in the relative price of food (over non-food) in the years 1990-2014.
asses the major reforms to CPI undertaken after the Boskin report were introduced in 1999. Figure 10 displays our results for cumulative CPI bias using both the Hamilton method (dotted lines) and the TEC method (solid lines). There are three panels, all with the same vertical scale. For comparison purposes, our PSID results for the earlier Hamilton period are reproduced in the far left-hand panel. The middle panel displays our CE results for the 1990-1998 period (that is, after the Hamilton period but before the post-Boskin reforms to the CPI), and the farthest-right panel gives CE results for the 2000-2014 period, after the post-Boskin reforms.

In the period 1990-1998, we continue to find evidence of important bias in the CPI. As noted above, movements in relative food price through this period were largely to the benefit of the poor. So, as in the original Hamilton period, the Hamilton household experienced a smaller increase in the cost-of-living than the CPI household. The TEC method suggests cumulative bias in the CPI of 13 percentage points over these 8 years (compared to 28 percentage points over the 15 years of the Hamilton period). Note that there is a larger difference between the TEC method and the Hamilton method for these years and data. Our correction for non-homotheticity indicates that the original Hamilton method overstates genuine CPI bias by almost 40% by the end of this period.

Turning to the period 2000-2014, because the relative price of food falls and then rises in period, our non-homotheticity correction changes sign part way through the period, and the two sets of estimates do not diverge significantly. But more importantly, neither set of estimates suggests much CPI bias in this period, as is evident in the far-right panel. The TEC method estimates a cumulative upward bias in CPI of 6 percentage points over this 15 years period. This is in sharp contrast to the two earlier, pre-Boskin periods in the middle and left-hand panels. This suggests that the improvements made to the CPI in the late 1990s may have been effective. At a minimum, food Engel curves no longer seem to be shifting much over time.

Finally, as noted Section 3.4, the underlying motivation in much of this literature is to construct volume measures of deflated income or consumption measures. We conclude this application by using Equation (26) to calculate and compare alternative measures of
Figure 10: Cumulative CPI Bias Across Three Periods: Hamilton and TEC methods

Note: The figure displays the cumulative bias for the Hamilton method and the TEC method. The cumulative bias for the Hamilton method is given by $E_t = \exp[-\frac{\delta t}{\beta_f}] - 1$ and the cumulative bias for the TEC method is given by $B_t = \exp[-\frac{\delta t}{\beta_f} + \Delta b(P_{r,t}) \left( \ln x_{CPI}^{P_{r,t}} - \alpha_0 \right)] - 1$. 
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These calculations of genuine CPI bias are based on the idea that if we have the right deflator for the Hamilton household \((\Delta \ln P)\), the location of the Hamilton household in log-income (or log-consumption) space \((\alpha_0)\), and the slope of the cost-of-living function, we can calculate the true change in the cost-of-living at the log-income or (log-consumption) level of the CPI household. But of course the calculation can be made for any income (or consumption) level. Put differently, we have shown that the assumptions typically made to use the Hamilton method are sufficient to recover changes in the cost of living right across the income (or consumption) distribution. This means we can study how inflation differs between rich and poor, or apply Equation (26) to study how deflated income (or consumption) has evolved at different points in the relevant distribution. Here we consider three households with the mean consumption of the first, third and fifth quintile of the consumption distribution. We then calculate (using Equation (26)) alternative paths of deflated consumption for these households from 1990 to 1998, and from 1999 to 2014. To compare growth, we normalize each path to 100 in either 1990 or 1999.

The results are displayed in Figure 11. The top row shows results for 1990-1998 with panels for the lowest, middle and highest quintiles of the consumption distribution as we move from left to right. The bottom row shows results for 1999-2014, again with panels for the lowest, middle and highest quintiles of the consumption distribution arranged from left to right. In each panel, non-durable consumption deflated by the CPI is given by the darker solid line. Non-durable consumption deflated by the CPI corrected for the bias as estimated by the Hamilton method is given by the short-dashed line. Finally, non-durable consumption deflated by the TEC measured cost of living is given with by the long-dashed line.

Starting with the 1990-1998 period, consumption deflated by the CPI fell substantially for the lowest quintile. By the same measure, the middle and top quintiles experienced falls in non-durable consumption through the middle of the decade but recovered their initial position by the end of the decade. Using alternative deflators leads to a quite different story. If consumption is deflated by the CPI corrected according to the Hamilton method, the
lowest quintile experienced modest economic progress through the 1990s, while the middle and top quintiles appear to have experienced strong non-durable consumption growth. The TEC method reveals that part of the correction that the Hamilton method makes to the CPI is the spurious result of differences in the consumption basket of the fairly affluent CPI household and extremely poor Hamilton household. When we use the TEC method to calculate the correct cost-of-living change for each household, we see that the economic progress of each quintile is substantially understated by consumption deflated by the CPI, but substantially overstated by consumption deflated by the CPI corrected according to the Hamilton method. The middle and top quintiles of the consumption distribution have experienced more economic progress than the bottom quintile, but that progress was more modest than the Hamilton method would suggest. At the same time, the bottom quintile did not experience the consumption losses that the uncorrected CPI would suggest.

In contrast to the 1990s, during the 1999-2014 period, shown in the bottom row of Figure 11, the three measures of deflated-consumption are quite similar. This a consequence of two things. First, the disappearance of bias in the CPI as a measure of the cost-of-living increase in the CPI household, as noted above. Second, over this period the inflation experienced by the CPI-household is not very different to that experienced by poorer households over this period, because the relative price of food both rose and fell. Together, these facts mean that for the 1999-2014, the CPI did a reasonable job of capturing changes in the cost of living for all quintiles.\footnote{In this analysis our focus is on the denominator of the deflated consumption measure, and hence across the three measures (deflated by CPI, Hamilton and TEC.) Comparisons across quintiles and time will also, of course, reflect the numerator (nominal consumption), and here there are important issues regarding the changing representativeness of the CE data across the income distribution and over time. Those issues are beyond the scope of this paper but have been much discussed elsewhere. See Aguiar and Bils (2015) and the further references therein.}

6 Summary and Conclusions

The Hamilton method as proposed and often used confounds genuine CPI bias with differences in consumption baskets across the income distribution. We have argued that, as the Hamilton method requires non-homotheticity to implement, non-homotheticity must be
Note: The figure shows the trends for deflated incomes using the CPI, the Hamilton and the TEC deflators, respectively. It shows trends for the lowest, the middle and the highest quintile of the income distribution, and for the early and later period (before and after post-Boskin reforms) separately.
accounted for in interpreting the movement in Engel curves over time or space. We have demonstrated how to do this by developing a method that disentangles genuine price index bias from differences in consumption baskets across the income distribution. In this way, the Hamilton method can be made internally consistent.

For the data and period that Hamilton studies, the TEC method leads to smaller, but still important, estimates of cumulative bias in the CPI. When we extend the analysis to more recent periods, we have two interesting findings. First, between 1990 and 1998, we continue to find evidence of CPI bias. But in this period, the difference between the TEC deflator and the Hamilton deflator is larger. Our correction for non-homotheticity indicates that the original Hamilton method overstates genuine CPI bias by almost 40% by the end of this period. Second, we find little evidence of CPI bias for the period 2000-2014. We speculate that this is due to improvements to the CPI undertaken by the BLS in 1999, after the Boskin Commission report.

These findings have important implications for the study of growth in deflated household income or consumption. For example, Meyer and Sullivan (2009, 2011) argue that official poverty statistics in the U.S. understate the progress that has been made on eliminating poverty over time. While their calculations differ from the official statistics in a number of ways, one key factor is that they reduce growth in the CPI by one percent per year, citing the complementary evidence from the Boskin Commission and from Hamilton (2001a). Our analysis suggest this is a reasonable thing to do for the period originally studied by Hamilton. But in the 1990s the TEC method suggests a growth in deflated consumption that, while significantly above what the CPI would imply, is significantly below what the original Hamilton method would imply. This is true right across the income distribution. And for the post-2000 period, we find no systematic evidence of the CPI bias, so that there is no evidence from Engel curves against using income deflated by the CPI to measure household resources.
References


Online Appendices for Lost in Translation

Ingvild Almås 
IIES Stockholm University
Norwegian School of Economics

Timothy K.M. Beatty
University of California, Davis

Thomas F. Crossley
University of Essex
Institute for Fiscal Studies

January 29, 2018
Appendix A: Re-normalizing Prices

The calculation of the non-homotheticity bias is done for the reference region. However, we can choose any of the $R$ regions to make the reference price vector. To calculate the CPI bias at every region specific price vector, we do not have to re-estimate $R$ times because we can work out quickly from the one set of estimates what the estimates would be if we left out a different region dummy.

If we leave out a region dummy, all that changes is the constant. This in turn changes the TEC estimate of $\alpha_0$. This makes sense because $\alpha_0$ is the log cost of zero utility when prices are 1. If we redefine which region’s prices are one (equivalently: redefine quantities) then we change $\alpha_0$.

Our “long form” is

$$w_{h,r,t} = \{ \alpha^f - \beta^f \alpha^r \} + \beta^f \ln \left( \frac{z_{h,r,t}}{1 + \Pi^{f}_{r,t}} \right) + \beta^f \alpha^f \ln \left( \frac{1 + \Pi^{r}_{r,t}}{1 + \Pi^{f}_{r,t}} \right) - \sum_{t=2}^{T} \tilde{\delta}^f D^f + \sum_{r=2}^{R} \tilde{\delta}^r D^r,$$

with reduced form

$$w_{h,r,t} = A^1 + Z_{r,t} \theta + \sum_{r=2}^{R} \tilde{\delta}^r D^r,$$

where $A^1$ is the constant and $Z_{r,t} \theta$ contains the income, relative price and time terms. Note that we are now indexing the constant and $\alpha^r_0$ by the normalization (by which region is the omitted region, or equivalently, which region is the reference region and has prices set to 1 in the base period).

Note that $\alpha^1_0 = -\frac{A^1 - \alpha^r}{\beta^r}$.

The intercept if we left out region $r$ instead would just be

$$A^r = A^1 + \tilde{\delta}^r.$$

So $\alpha^r_0 = -\frac{A^r - \alpha^r}{\beta^r} = -\frac{A^1 + \tilde{\delta}^r - \alpha^r}{\beta^r} = -\frac{\alpha^f - \beta^f \alpha^r_0 + \tilde{\delta}^r - \alpha^r}{\beta^r} = \alpha^1_0 - \frac{\tilde{\delta}^r}{\beta^r}.

So the procedure would be as follows:

1. Estimate the long form as before leaving out the Region 1 dummy and use the ratio of inflation rates to do the bias/non-homotheticity calculation for that region: $\Delta b(p_{1,t}) (\ln x^{CPI} - \alpha^1_0) = \left[ \frac{(1 + \Pi^{f}_{1,t})}{(1 + \Pi^{f}_{1,t})} \right]^{\beta^f} - 1 \left( \ln x^{CPI} - \alpha^1_0 \right)$.

2. Then do the calculation for each of other regions, again using just the inflation rates (so that each time we are re-normalizing prices to be one in that region in the base period) but noting that renormalization of prices means we have to adjust $\alpha_0$ for each region:

$$\Delta b(p_{r,t}) (\ln x^{CPI} - \alpha^r_0) = \left[ \frac{(1 + \Pi^{f}_{r,t})}{(1 + \Pi^{r}_{r,t})} \right]^{\beta^f} - 1 \left( \ln x^{CPI} - \alpha^r_0 \right) = \left[ \frac{(1 + \Pi^{f}_{r,t})}{(1 + \Pi^{r}_{r,t})} \right]^{\beta^f} - 1 \left( \ln x^{CPI} - \alpha^1_0 + \frac{\tilde{\delta}^r}{\beta^r} \right).$$
3. We then average over the bias from the different regions. Note that structurally

\[ \delta_r = \beta_f \alpha_f \ln p_{r,0}^f + \beta_f (1 - \alpha_f) \ln p_{r,0}^n, \]

so that:

\[ \alpha_0^r = \alpha_0^1 - (\alpha_f \ln p_{r,0}^f + \beta_f (1 - \alpha_f) \ln p_{r,0}^n). \]

4. Finally, to see why this makes sense, note that the identifying assumption is that \( \gamma_{k,l} = 0 \) so that

\[ \ln a(p_{r,t}) = \alpha_0 + \sum_{k=f,n} \alpha_k \ln p_{r,t}^k, \]

where \( \alpha_0 \) is the value of the price index when prices are one. If we renormalize prices we have to adjust \( \alpha_0 \) by \( \sum_{k=f,n} \alpha_k \ln p_{r,t}^k. \)
Appendix B: Data and Estimates

PSID 1974-1991 (Hamilton’s data)

In our first application we apply the TEC method to the Panel Study of Income Dynamics (PSID) data studied in Hamilton (2001). While Hamilton’s original data set is no longer available, there is sufficient information in Hamilton (2001) to recreate the his data from raw PSID files. However, revisions to the underlying PSID data with subsequent releases mean that there are very minor differences between our data set and Hamilton’s original data, particularly with regards to geography.

In creating our PSID data set for analysis we follow Hamilton’s sample selection rules. In particular, we set aside the poverty sample in the PSID and then select white, two-adult families with any number of children (including zero), with both adults aged 21 or older. We delete families that report a change in household composition since the previous year, and those receiving food stamps or AFDC. We also delete families with food shares greater than 80% or less than 2%, those with missing tax information, and those with net income less than $150 or with top-coded income. Note that in the PSID income refers to the previous year, so for each family-year observation we take the one-year-ahead value of the income variable.

We use the CPI Urban Consumers (Old Series) for all MSAs used by Hamilton. From the Bureau of Labor Statistics (BLS), we obtained the per city All Items CPI (SA0) and the per city Food-At-Home price index (SA111). Note that the BLS does not report All Items Less Food (SA0L1) at the MSA level. To create this series, we use the relative importance files provided by BLS to back this series out from the All Item and Food series. Note that the relative importance files are missing for 1978, 1979, and 1980 and so we interpolate the weights by city for these years.

In estimating Engel curves, we again follow Hamilton exactly. We take the share of food at home in net income as our dependent variable, net income as our income measure, and we include the ratio of the Food-At-Home CPI to the All Items Less Food CPI as our relative price. Additional controls are: age of the husband, age of the wife, education of the husband, education of the wife, hours worked by the husband, hours worked by the wife, the number of children, share of income spent on food away from home, and finally measures of positive and negative income growth (equal to the change in year over year income $y_t - y_{t-1}$, times indicator variables for positive and negative changes). Appendix Tables 1 and 2 correspond to Tables 2 and 3 in Hamilton (2001). Note here that we are not imposing the preference restriction that use to identify $\alpha_0$ in the TEC method, so as to match Hamilton precisely. These estimates underlay cumulative bias estimates using the Hamilton method presented in Table 1 of the paper.
Table 1: PSID Main Regression Results

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>0.9789</td>
<td>0.0138</td>
</tr>
<tr>
<td>Age of Husband</td>
<td>0.0005</td>
<td>0.0001</td>
</tr>
<tr>
<td>Age of Wife</td>
<td>0.0005</td>
<td>0.0001</td>
</tr>
<tr>
<td>Number of Children</td>
<td>0.0219</td>
<td>0.0006</td>
</tr>
<tr>
<td>County Unemployment</td>
<td>-0.0001</td>
<td>0.0003</td>
</tr>
<tr>
<td>Husband’s Annual Hours</td>
<td>0.0037</td>
<td>0.0008</td>
</tr>
<tr>
<td>Wife’s Annual Hours</td>
<td>-0.0026</td>
<td>0.0007</td>
</tr>
<tr>
<td>Husband’s Education</td>
<td>-0.0011</td>
<td>0.0003</td>
</tr>
<tr>
<td>Wife’s Education</td>
<td>-0.0002</td>
<td>0.0003</td>
</tr>
<tr>
<td>ln(Income)</td>
<td>-0.0919</td>
<td>0.0015</td>
</tr>
<tr>
<td>ln.Relative Food Price</td>
<td>0.0181</td>
<td>0.0201</td>
</tr>
<tr>
<td>Income Growth +</td>
<td>7.01e-07</td>
<td>1.34e-07</td>
</tr>
<tr>
<td>Income Growth -</td>
<td>-8.40e-07</td>
<td>1.02e-07</td>
</tr>
<tr>
<td>Food Share at Restaurant</td>
<td>0.1400</td>
<td>0.0199</td>
</tr>
</tbody>
</table>

R2           0.5545  
N            7937

Table 2: PSID Year and SMSA Dummies

<table>
<thead>
<tr>
<th>Year</th>
<th>Coefficient (Std. Err.)</th>
<th>Cumulative bias estimate</th>
<th>SMSA</th>
<th>Coefficient (Std. Err.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1975</td>
<td>-0.0047 (0.0033)</td>
<td>0.050</td>
<td>New York</td>
<td>0.0270 (0.0038)</td>
</tr>
<tr>
<td>1976</td>
<td>-0.0119 (0.0034)</td>
<td>0.122</td>
<td>Miami</td>
<td>0.0180 (0.0050)</td>
</tr>
<tr>
<td>1977</td>
<td>-0.0103 (0.0035)</td>
<td>0.106</td>
<td>Los Angeles</td>
<td>0.0118 (0.0050)</td>
</tr>
<tr>
<td>1978</td>
<td>-0.0131 (0.0032)</td>
<td>0.133</td>
<td>Buffalo</td>
<td>0.0131 (0.0091)</td>
</tr>
<tr>
<td>1979</td>
<td>-0.0168 (0.0033)</td>
<td>0.167</td>
<td>San Francisco</td>
<td>0.0096 (0.0044)</td>
</tr>
<tr>
<td>1980</td>
<td>-0.0218 (0.0036)</td>
<td>0.212</td>
<td>Portland, OR</td>
<td>0.0083 (0.0068)</td>
</tr>
<tr>
<td>1981</td>
<td>-0.0203 (0.0039)</td>
<td>0.199</td>
<td>Chicago</td>
<td>0.0069 (0.0040)</td>
</tr>
<tr>
<td>1982</td>
<td>-0.0227 (0.0043)</td>
<td>0.220</td>
<td>Cincinnati</td>
<td>-0.0178 (0.0051)</td>
</tr>
<tr>
<td>1983</td>
<td>-0.0251 (0.0048)</td>
<td>0.240</td>
<td>Houston</td>
<td>0.0055 (0.0053)</td>
</tr>
<tr>
<td>1984</td>
<td>-0.0302 (0.0049)</td>
<td>0.280</td>
<td>San Diego</td>
<td>0.0010 (0.0068)</td>
</tr>
<tr>
<td>1985</td>
<td>-0.0273 (0.0052)</td>
<td>0.257</td>
<td>Washington, DC</td>
<td>0.0056 (0.0047)</td>
</tr>
<tr>
<td>1986</td>
<td>-0.0273 (0.0049)</td>
<td>0.257</td>
<td>Philadelphia</td>
<td>0.0077 (0.0047)</td>
</tr>
<tr>
<td>1987</td>
<td>-0.0284 (0.0048)</td>
<td>0.266</td>
<td>Milwaukee</td>
<td>0.0081 (0.0077)</td>
</tr>
<tr>
<td>1988</td>
<td></td>
<td></td>
<td>Detroit</td>
<td>0.0033 (0.0040)</td>
</tr>
<tr>
<td>1989</td>
<td></td>
<td></td>
<td>Boston</td>
<td>0.0043 (0.0038)</td>
</tr>
<tr>
<td>1990</td>
<td>-0.0302 (0.0044)</td>
<td>0.280</td>
<td>Baltimore</td>
<td>0.00717 (0.0048)</td>
</tr>
<tr>
<td>1991</td>
<td>-0.0298 (0.0045)</td>
<td>0.277</td>
<td>Denver</td>
<td>-0.0030 (0.0056)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Pittsburgh</td>
<td>0.0005 (0.0044)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Kansas City</td>
<td>-0.0019 (0.0062)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Seattle</td>
<td>-0.0058 (0.0045)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>St. Louis</td>
<td>-0.0078 (0.0044)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Cleveland</td>
<td>0.0061 (0.0050)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Dallas</td>
<td>-0.0102 (0.0051)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Minneapolis/ St. Paul</td>
<td>-0.0130 (0.0041)</td>
</tr>
</tbody>
</table>
<pre><code>  |                        |                          | Atlanta       | Base                    |
</code></pre>
CE Data 1990-2014

In our second empirical application we consider the years 1990-2014, and for these years we switch from the PSID to the Consumer Expenditure (CE) Survey.

The CE data are collected by the Census Bureau for the BLS. The CE comprises two distinct surveys (with different samples): an annual diary survey and a quarterly interview survey. For a general description of the data see Bee et al (2015) and Bureau of Labor Statistics (2011). We use data from the interview survey, which Bee et al (2015) argue is the more reliable source, particularly for distributional analyses.

The CE interview survey is a rotating panel and each consumer unit (roughly, a family) participates in up to five quarterly interviews. However, the first interview is a bounding interview and data from this interview are not publicly available. We use data from the 2nd quarterly interview for each consumer unit. Focusing on 2nd quarter avoids issues of attrition.

From the CE data we use consumer-unit level data on food spending, a measure of aggregate non-durable consumption spending, and income. Neither the interview survey nor the diary survey collects spending on all items, so our measure of aggregate non-durable consumption spending omits several small items (see Bee et al (2015) for further details). We also use data on employment status and detailed demographics as regression controls.

For the CE application in this paper we follow the selection rules that Hamilton employed for PSID closely, though some of those rules are either not relevant or not possible to apply to the CE. As with the PSID we select two adult households (with any number of children) that are identified as “white” and with both adults older than 21. We also once again delete families with food shares greater than 80% or less than 2% and those with net income less than $150.

We also follow, as far as is possible, his specification of the food Engel curve. As our CE dataset does not have a panel structure, we are unable to include the negative and positive income growth controls that Hamilton includes (and we include) for the PSID.

The area identifier for consumer units is the state of residency. In addition, the data contain an identifier for whether or not the household lives in a SMSA. As CPI data are available for SMSAs, we base our estimation on the households that live in SMASs, and drop consumer units that do not live in a SMSA.

If a state has no SMSA for which we have a CPI for all years, we drop that state. If we have one SMSA CPI for a state, we assign it to that state. If we have more than one SMSA CPI for a state we use the average. As some SMSAs span more than one state, an SMSA is assigned (fully or as part of an average) to every state it spans.

Appendix Tables 3 and 4 present the full regression results for our replication of Hamilton on this CE
sample. Note that here we are imposing the preference restriction discussed in the paper, though results without that restriction are very similar. These estimates result from estimating the Engel curve by OLS, but IV estimates are again quite similar. The full list of the states that we are able to include is given in Appendix Table 4.
### Table 4: CE Year and State Dummies

<table>
<thead>
<tr>
<th>Year</th>
<th>Coefficient (Std. Err.)</th>
<th>Cumulative bias estimate</th>
<th>State</th>
<th>Coefficient (Std. Err.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1991</td>
<td>-0.011 (0.004)</td>
<td>0.001</td>
<td>California</td>
<td>-0.045 (0.004)</td>
</tr>
<tr>
<td>1992</td>
<td>-0.009 (0.004)</td>
<td>0.075</td>
<td>Colorado</td>
<td>-0.061 (0.005)</td>
</tr>
<tr>
<td>1993</td>
<td>-0.018 (0.004)</td>
<td>0.145</td>
<td>Connecticut</td>
<td>-0.058 (0.005)</td>
</tr>
<tr>
<td>1994</td>
<td>-0.020 (0.004)</td>
<td>0.159</td>
<td>Florida</td>
<td>-0.051 (0.004)</td>
</tr>
<tr>
<td>1995</td>
<td>-0.013 (0.004)</td>
<td>0.107</td>
<td>Georgia</td>
<td>-0.056 (0.004)</td>
</tr>
<tr>
<td>1996</td>
<td>-0.023 (0.004)</td>
<td>0.188</td>
<td>Hawaii</td>
<td>-0.038 (0.014)</td>
</tr>
<tr>
<td>1997</td>
<td>-0.016 (0.004)</td>
<td>0.127</td>
<td>Illinois</td>
<td>-0.061 (0.004)</td>
</tr>
<tr>
<td>1998</td>
<td>-0.021 (0.004)</td>
<td>0.168</td>
<td>Indiana</td>
<td>-0.085 (0.004)</td>
</tr>
<tr>
<td>1999</td>
<td>-0.018 (0.004)</td>
<td>0.151</td>
<td>Kansas</td>
<td>-0.077 (0.007)</td>
</tr>
<tr>
<td>2000</td>
<td>-0.017 (0.004)</td>
<td>0.143</td>
<td>Maryland</td>
<td>-0.045 (0.005)</td>
</tr>
<tr>
<td>2001</td>
<td>-0.024 (0.004)</td>
<td>0.194</td>
<td>Massachusetts</td>
<td>-0.053 (0.004)</td>
</tr>
<tr>
<td>2002</td>
<td>-0.019 (0.004)</td>
<td>0.152</td>
<td>Michigan</td>
<td>-0.073 (0.004)</td>
</tr>
<tr>
<td>2003</td>
<td>-0.016 (0.004)</td>
<td>0.130</td>
<td>Minnesota</td>
<td>-0.079 (0.005)</td>
</tr>
<tr>
<td>2004</td>
<td>-0.015 (0.004)</td>
<td>0.125</td>
<td>Missouri</td>
<td>-0.068 (0.005)</td>
</tr>
<tr>
<td>2005</td>
<td>-0.021 (0.003)</td>
<td>0.171</td>
<td>New Hampshire</td>
<td>-0.073 (0.008)</td>
</tr>
<tr>
<td>2006</td>
<td>-0.031 (0.004)</td>
<td>0.242</td>
<td>New Jersey</td>
<td>-0.049 (0.004)</td>
</tr>
<tr>
<td>2007</td>
<td>-0.026 (0.004)</td>
<td>0.209</td>
<td>New York</td>
<td>-0.041 (0.004)</td>
</tr>
<tr>
<td>2008</td>
<td>-0.020 (0.004)</td>
<td>0.160</td>
<td>Ohio</td>
<td>-0.076 (0.004)</td>
</tr>
<tr>
<td>2009</td>
<td>-0.016 (0.004)</td>
<td>0.136</td>
<td>Oregon</td>
<td>-0.074 (0.005)</td>
</tr>
<tr>
<td>2010</td>
<td>-0.024 (0.004)</td>
<td>0.193</td>
<td>Pennsylvania</td>
<td>-0.079 (0.004)</td>
</tr>
<tr>
<td>2011</td>
<td>-0.022 (0.004)</td>
<td>0.174</td>
<td>Texas</td>
<td>-0.075 (0.004)</td>
</tr>
<tr>
<td>2012</td>
<td>-0.024 (0.004)</td>
<td>0.193</td>
<td>Virginia</td>
<td>-0.009 (0.004)</td>
</tr>
<tr>
<td>2013</td>
<td>-0.015 (0.004)</td>
<td>0.122</td>
<td>Washington</td>
<td>-0.073 (0.005)</td>
</tr>
<tr>
<td>2014</td>
<td>-0.021 (0.004)</td>
<td>0.169</td>
<td>Wisconsin</td>
<td>-0.081 (0.004)</td>
</tr>
</tbody>
</table>
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